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Executive summary

The rapid advancement of generative artificial 
intelligence (GAI) has pushed AI to unprecedented 
levels of development and sophistication. Its 
swift adoption, driven by large language models 
(LLMs), requires international dialogue to address 
the ethical and political challenges in the domain 
of trade policy. 

In recent years, international AI discussions have 
focused on shared values, ethical guidelines and 
safety, with governments rapidly implementing 
these principles into national regulations. However, 
these national efforts, driven by varying priorities, 
have led to fragmented and divergent requirements 
that are likely to create cross-border trade frictions 
and undermine governmental objectives, creating 
barriers to the use of GAI.

The World Trade Organization (WTO) is one of the 
few effective global platforms that can facilitate inter-
governmental conversations on GAI and harmonize 
its regulation. While existing international trade laws 
provide some guidance, further evaluation is needed 
to address GAI’s unique challenges and impacts.

Key findings

Global spread and ethical concerns: GAI is 
spreading rapidly worldwide, bringing issues such 
as intellectual property rights, privacy violations 
and cybersecurity to the fore. Examples include 
the unauthorized use of trademarked names and 
violations of national security laws due to cross-
border data transfers.

Efficiency benefits and adoption: Businesses are 
adopting GAI for its efficiency, with studies showing 
significant reductions in task completion times and 
improvements in output quality. This adoption is 
accompanied by challenges related to the technical 
and energy costs of operating these models.

Regulatory efforts: International bodies like 
the Organisation for Economic Co-operation 
and Development (OECD), the United Nations 
Educational, Scientific and Cultural Organization 
(UNESCO), and the Group of Seven (G7), along with 
national governments, are developing principles and 
regulations to manage GAI’s risks. These efforts aim 

to balance innovation with public safety, privacy  
and ethical considerations.

International trade implications: GAI’s cross-
border nature necessitates the application of 
international trade rules. The WTO and other 
trade bodies should use existing frameworks to 
address GAI’s unique characteristics, encouraging 
discussions on its impact on trade.

Transparency and bias: Ensuring robust 
transparency and cybersecurity standards is 
crucial for building trust in GAI. Mistrust due to 
misinformation is a significant risk, highlighting 
the need for clear guidelines and international 
cooperation.

Employment and environmental impact: GAI’s 
impact on jobs is uncertain, with potential job 
displacement being a critical concern. Additionally, 
the substantial energy requirements for GAI 
operations pose environmental challenges.

Recommendations

 – Educational initiatives: Host sessions to 
educate WTO members on GAI, its benefits  
and risks.

 – Legislative transparency: Encourage members 
to present their GAI legislation for better global 
understanding and alignment.

 – Review and adaptation: Assess current trade 
rules for GAI applicability, identifying gaps and 
developing new guidelines where necessary.

 – Bias and fairness: Develop standards to 
tackle bias in GAI, ensuring equitable and 
responsible use.

 – Collaborative development: Work with 
international bodies to create coherent 
guidelines promoting safe and secure GAI use.

Establishing common ground rules at the WTO 
is crucial to ensuring GAI is developed in a fair 
and safe manner that benefits individuals and 
communities globally.

Generative AI needs global governance 
to avoid fragmented regulations and 
increased trade barriers.
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Introduction
The advent and spread of generative AI 
have major implications for international 
trade; policy guardrails are needed.

The launch by Open AI of ChatGPT in November 
of 2022 demonstrated that generative artificial 
intelligence (GAI) had reached a new level of 
development and sophistication. AI can be defined 
as a computer performing human-like tasks,1 
while GAI is a relatively recent subfield within AI 
that focuses on developing algorithms to generate 
new content based on a set of training data.2 GAI 
has leapt to the forefront of AI (and current culture) 
in large part due to the ability of large language 
models (LLMs) to respond to speech like a human 
being. These models operate by “guessing” the 
next word based on a set of training data.3  
They often require tremendous computing power 
to operate because they must assess an entire 
training data set (which can be even larger than a 
copy of the entire World Wide Web) to respond to 
a particular request.4 

Several examples highlight the critical need for 
international organizations like the World Trade 
Organization (WTO) to consider the intersection  
of AI and trade policy.

The first example is a young filmmaker in Australia 
who sits down to work on a draft of her latest 
script. She logs in to ChatGPT and enters the 
prompt, “Create a short fictional story about Nelson 
Mandela fighting climate change in 2023”. She 
loves the story ChatGPT creates and decides to 
include it in her upcoming surrealist film. However, 
the Nelson Mandela brand name is trademarked, 
and neither the GAI nor the filmmaker secured the 
rights to use that name before producing the film, 
violating intellectual property (IP) rules. 

Alternatively, consider the board of a successful 
telecommunications company in Denmark that 
is reviewing proposals to make operations more 
efficient. The most interesting item for discussion 
involves an AI chatbot powered by Cohere (a 
Canadian LLM provider) to respond to customer 
service calls, which is estimated to reduce costs 
by 30%. The board approves the proposal and now 
the chief technology officer is tasked with purchasing 

a computer capable of handling the tremendous 
amount of incoming and outgoing information the 
new chatbot will create. The chief technology officer 
reviews proposals from several providers and decides 
to purchase a computer from a Chinese provider. The 
computer and the new software improve efficiency at 
the company but also violate a new European Union 
(EU) law that bars the use of AI products from China 
due to national security concerns. 

These examples demonstrate how the spread of 
GAI technology creates numerous ethical, trade law 
and policy issues. ChatGPT became the fastest-
growing consumer application in history when it 
reached 100 million users just two months after its 
launch.5 Businesses are rapidly adopting generative 
AI for its efficiency benefits. Researchers at the 
Massachusetts Institute of Technology (MIT) found 
that using ChatGPT reduced task completion time 
for writing-focused workers by 40% and improved 
output quality by 18%.6

However, there are limitations to the growth and 
efficacy of GAI. First, there are large-scale technical 
and energy costs required to power the storage and 
computing requirements of these models.7 Another 
potential limitation on GAI’s growth is access to large 
enough data sets for sufficient training. For example, 
nearly 20% of the top 1,000 websites in the world 
currently block GAI crawler bots, which results 
in GAI providers purchasing datasets from web 
publishers to feed and differentiate their offerings.8 
These exclusive deals to access information raise 
concentration and competition risks. 

There are also serious risks associated with GAI. 
Misinformation, disinformation, manipulation, bias, IP 
theft, personal privacy violations and cybersecurity 
issues are all foreseeable problems. The impact of 
GAI on jobs is uncertain, with estimates suggesting 
it could affect anywhere from zero to 300 million 
jobs worldwide.9 The idea that GAI might decide to 
“cut humans out of the loop” or engage in harmful 
actions is unlikely in the short term but may become 
a consideration in the longer term.10

 Researchers 
at MIT found that 
using ChatGPT 
reduced task 
completion time 
for writing-focused 
workers by 40% 
and improved 
output quality  
by 18%.
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Overview of global 
governance efforts 

1

Efforts to govern AI globally focus on 
balancing innovation with managing risks 
like bias, privacy and cybersecurity.

While GAI creates benefits and opportunities, 
policy-makers around the world have focused 
on mitigating possible negative consequences 
of GAI such as public safety, bias, privacy and 
other human rights, and cybersecurity. Work has 
been ongoing in several forums and countries, 
beginning as a broader articulation of ethical or 

value-based principles and moving into more 
detailed and prescriptive national regulation or 
legislation. Countries have followed internationally 
agreed principles but have regulated based on 
national priorities and local cultural norms, creating 
regulatory diversity that will lead to friction and 
cross-border challenges.

The Organisation for Economic Co-operation and 
Development’s (OECD) AI Principles, created in 
2019 and supported by 47 countries, were the 
first significant AI public policy recommendations. 
Designed to guide AI actors on the values and 
actions needed to develop trustworthy AI and 
effective AI policies, the principles include five values 
and five government policy recommendations. The 
AI Principles were updated in May 2024 to reflect 
recent developments and include more detailed 
guidance. The OECD also created the first set of 
common definitions and other standards that have 
been relied upon by the United Nations (UN) and 
national governments in subsequent work. 

The United Nations Educational, Scientific and 
Cultural Organization (UNESCO) released the 
Recommendation on the Ethics of Artificial 
Intelligence in November 2021 to address the 
ethical risks associated with AI.11 With 193 
countries as signatories, the report identifies 
11 areas of focus to limit real-world biases and 
discrimination, lower divisions and conflicts, and 
prevent infringements on human rights. The report 
also includes recommendations for monitoring and 
enforcement of any potential ethical violations. In 
addition to the work at UNESCO, the UN Secretary-
General has announced a 32-member High-Level 
Advisory Group on AI.12 Other UN agencies are 
looking at sectoral ramifications, such as the 
World Health Organization (WHO) and International 
Telecommunications Union’s (ITU) joint focus group 
on the intersection of AI and health.13

The UK government convened officials, scientists 
and other experts at an AI Safety Summit and 
released the Bletchley Declaration for AI to jumpstart 
international collaboration on the safety and 
regulation of “frontier” AI. The Bletchley policy paper 
explicitly recognized that many of the risks from AI 
are cross-border and international in nature, and 
global coordination is critical. Talks have continued 
with meetings in South Korea in May 2024 and 
future meetings planned in France in February 2025. 

In December 2023, the Japan Group of Seven 
(G7) Presidency’s Hiroshima AI Process detailed AI 
principles and a code of conduct (AIP&CoC), which 
builds upon the work of the OECD, UNESCO, 
Bletchley Park and several national efforts.14 These 
principles focus on the development of responsible 
AI using a risk-based approach and include 
provisions on the development and testing of new 
AI applications as well as robust security controls. 
While non-binding, the AIP&CoC outlines specific 
actions that can be undertaken to implement 
the principles. Areas for further research and 
development were also identified. G7 members 
pledged to implement the recommendations and to 
strongly encourage uptake in their private sectors. 
An open question remains on how governments 
will implement the recommendations while avoiding 
fragmentation or divergence that could undermine 
their objectives for responsible AI. Future work in 
the G7 will be ongoing, with continued work on 
various issues including definitions and secure 
information sharing on AI system vulnerabilities. 

1.1  International efforts
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In May 2024, the Council of Europe adopted an 
international treaty on AI.15 The treaty includes 46 
Council of Europe member states, the European 
Union and 11 non-member states. It focuses 
on the use of AI systems by both the public and 

private sectors, and creates transparency and 
oversight requirements. The treaty also adopts 
measures related to the protection of democratic 
institutions and exempts national security-related 
issues from its coverage.

1.2 Domestic legislative and regulatory efforts

Several countries have begun the process or passed 
domestic legislation or regulation related to AI. Canada 
(2017)16 and Singapore (2019) were early movers in 
the space as well. China’s A Next Generation Artificial 
Intelligence Development Plan, released in 2017, 
called for the establishment of laws, regulations 
and ethical frameworks to help govern AI, including 
through “international rules” and cooperation. Brazil 
is also close to completing its AI legislation.17

In the US, the National Artificial Intelligence Initiative 
Act of 2020 is the most tangible piece of legislation 
passed on AI, and much of its focus is on the use of 
AI in defence, national security and intelligence.18 In 
October 2023, the Biden Administration released the 
groundbreaking executive order (EO) Safe, Secure, 
and Trustworthy Development and Use of Artificial 
Intelligence. The EO outlined principles that will 
guide AI governance in the US and required various 
US government agencies to develop additional 
work on specific topics such as impact on workers, 
civil rights, patents and more. There was no explicit 
inclusion of international trade or instructions to the 
US Trade Representative. The Biden Administration 
also secured voluntary commitments from seven 
major AI companies in July 2023.19 There have been 
several bills proposed in the US Congress on AI, but 
none have become law.20 Moreover, 25 states have 
proposed legislation in 2023 related to AI.21

The European Parliament passed the most 
comprehensive legal framework related to AI, 
known as the AI Act, on 13 March 2024. The EU 
began work in 2019 and sought extensive input 
as they designed the legislative proposal.22 The 
EU AI Act is a comprehensive framework for AI 
that attempts to encourage AI innovation while 
upholding citizens’ rights; it will be phased in 
starting in late 2024.23 It was originally constructed 
around specific-use cases and rated their risks 
from minimal to high, but lawmakers revised it to 
include GAI, whose general-purpose capabilities 
did not fit within the previously defined risks. The 
final legislation included transparency requirements 
for GAI, as well as a thorough evaluation process 
for high-impact GAI that could pose systemic risks. 
The AI Act also includes several provisions that 
specific actions taken should be in line with the EU’s 
international trade commitments.24 

Six bilateral trade agreements already include 
provisions on AI, including five agreements 
between Singapore and other parties and the 
Africa Free Trade Area.25 The US-EU Trade and 
Technology Council (TTC) addressed several 
emerging technology issues including GAI,26 
creating a transatlantic AI roadmap and a code 
of conduct. The EU and India have created the 
Global Partnership on Artificial Intelligence, which 
aims to create a memorandum of understanding 
on the topic by September 2023.27 Additional 
conversations are starting, with China pushing 
specifically for future AI governance talks  
with the US. 

There is also a great deal of current regulatory 
action in the AI space with 600 regulatory 
developments targeting AI providers just since 
January 2023.28 Many regulators have also used 
existing privacy and consumer protection laws 
to investigate AI applications. For example, 
ChatGPT was banned in Italy on privacy grounds 
in 2023.29 China has applied its speech rules on 
objectionable GAI-generated content. In the US, 
the lack of comprehensive AI legislation is leading 
regulators to begin to act,30 and the US Federal 
Trade Commission has opened an investigation 
into ChatGPT looking at security and consumer 
harm.31 Sectoral regulators have also taken direct 
action on GAI. In Singapore, through Project 
Veritas, the Monetary Authority of Singapore 
has sought to strengthen core principles in GAI 
applications. The UK has applied consumer duty 
and existing bank-model risk management rules  
to AI applications.

All this national activity – legislative, regulatory 
and bilateral – is important to protect citizens and 
societies from the risks of GAI. It also raises new 
questions about how different rules will impact the 
cross-border production, use and dissemination 
of GAI. Fragmentation will create and exacerbate 
vulnerabilities that may undercut countries’ 
intended goals of safety and security while creating 
uneven playing fields. Reviewing these differences 
considering the existing international trade rules will 
help educate policy-makers on the current state of 
play, help identify areas where differences exist, and 
pinpoint additional needed work.

 Fragmentation 
will create and 
exacerbate 
vulnerabilities  
that may undercut 
countries’ intended 
goals of safety 
and security while 
creating uneven 
playing fields.
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Overview of current 
international trade rules

2

Domestic legislation creates varied rules for GAI, 
causing regulatory fragmentation and potential 
trade barriers in international markets.

Discussion of the international trade implications 
for GAI is at a nascent stage. As reviewed in 
previous sections, domestic legislation and 
regulations have already created different rules that 
will impact the international trade of GAI, resulting 
in loopholes that undermine the management of 
GAI risks. While governments have come together 
to outline common principles and values, countries 
have prioritized different aspects of these principles 
when crafting local laws. Some countries are taking 
a market approach, encouraging innovation. Other 
countries are taking a state-driven approach, 
ensuring AI development is in accordance with 
public safety and other state priorities. A final 
approach is a rights-driven approach, where 
citizens’ fundamental rights must be respected. 

These three different approaches are creating 
fragmentation and friction for AI developers 
and users and may create trade-distorting or 
discriminatory regimes that undermine the rules of 
the WTO. International trade rules are based on a 
few core principles, including: 

 – Treating local and foreign firms and products  
as equals (non-discrimination)

 – Progressive liberalizing based on a country’s 
level of economic development 

 – Creating predictability and transparency

 – Promoting fair competition

These general principles are applied via various 
provisions in bilateral, regional or global agreements 
and would also provide a level playing field for 
countries grappling with GAI. 

There are, however, serious gaps when attempting 
to apply the existing rules in the trading system 
to the rapid innovations in GAI. Can GAI secure 
a copyright in one country that can be upheld 
internationally? If a country bans the use of its 
citizens’ data to train GAI, are there trade laws that 
might be implicated? Did the General Agreement 
on Trade in Services (GATS) negotiators agree to 
allow unbridled trade in GAI when they committed 
to liberalizing computing services, which at the time 
was limited to business software applications? 

Given the number of complex international trade 
and investment issues that apply to GAI, as well 
as the new, technical knowledge required by 
trade negotiators to understand the issues around 
GAI, the WTO should begin: 1) learning sessions 
to discuss GAI and its unique characteristics, 2) 
information on existing international and national 
rules on GAI, and 3) reviews of WTO rules that 
would apply to GAI. Once the WTO identifies how 
current rules cover GAI and potential gaps, the WTO 
should begin thinking about the next steps. Given 
the rapid development of advances in GAI, these 
efforts should take place at an accelerated pace. 

The cross-cutting nature of GAI will impact many 
WTO provisions. Below we focus on specific trade 
provisions that officials should review and consider 
for their impact on GAI:

GATS 

The nature of GAI makes it challenging to classify 
its use case (mode) or location (origin), which are 
technical, underlying questions that impact the 
treatment of GAI under the existing GATS rules. 
GATS schedules include a section on “computer 
and related services”, but members could prove 
that they never envisioned GAI when they made 
those commitments.32 Moreover, if companies’ 
operations or products include GAI, for example 
in the operations of a financial service company 
or a multimedia company, would the obligations 
of financial services or media services apply to 
the output? These are questions that do not 
have straightforward answers but have significant 
impacts with regard to the enforcement of 
international trade rules. 

GAI could qualify under multiple “modes” of 
supply that may require future consideration of 
a new mode for AI services. Mode 1 is defined 
as the supply of a service from the territory of 
one WTO member into the territory of any other 
WTO member (cross-border or remote provision 
of services) However, in terms of consumer GAI 
products, typically the user logs on to a website 
operated by the GAI service provider and enters a 
query, which could arguably be a mode 2 service, 
i.e. the consumer travelled abroad to the “location” 
of the GAI service provider. This distinction is 
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important as countries made different commitments 
in 1994 based on the type of mode, as well as the 
type of service provided. 

As AI developers contemplate the structure of their 
operations, trade officials will need to consider 
how to define the origin of the service of the GAI. 
Will it be the location of servers and algorithms, 
the location of the headquarters, or the location 
of the user? If an energy company uses GAI and 
combines it with the their own data to create 
novel use cases, is the origin the country where 
the energy company is located or where the GAI 
service comes from? Or should the LLM provider be 
responsible for downstream use cases? 

Finally, if the GATS were to apply to a particular GAI 
service provision, there are exceptions that countries 
may claim to limit the application of the GATS, such 
as the national security exception. GAI is a dual-
use technology, and companies may challenge 
national security exceptions as overly broad and 
discriminatory.33 In the case of bans or limitations 
on GAI use based on data protection concerns, 
governments may claim an exception to protect 
privacy. Countries could also raise public morals or 
cultural exceptions to justify restrictions on GAI use 
in the production of certain images or speech. 

Agreement on Trade-Related Aspects of 
Intellectual Property Rights (TRIPS)

Since 2022, several lawsuits have highlighted the 
challenges associated with GAI and IP. In November 
of 2022, a group of software programmers filed a 
US class action lawsuit against Microsoft, OpenAI 
and GitHub, arguing that the GitHub CoPilot 
product (which can generate code) violated 
copyright law by scraping copyrighted code.34 Getty 
Images filed a lawsuit against Stability GAI in the UK 
alleging unlawful copying of millions of copyrighted 
images.35 If and how companies can train GAI on 

copyrighted or trademarked materials is important 
as the breadth and diversity of data are essential to 
creating responsible GAI. 

Meanwhile in the US, copyright protection has 
been in place for GAI works since 1988, with the 
copyright owned by whoever created the GAI 
system. In August 2023, a US district court judge 
ruled that GAI-generated artwork is not protected 
under copyright law,36 raising questions about the 
future protection of GAI-created work.

The TRIPS agreement outlines the scope of 
copyright protection, specifying the types of 
content it covers, including provisions for computer 
programs and data compilations.37 Article 10 
states, “Compilations of data or other material, 
whether in machine-readable or other form, which 
by reason of the selection or arrangement of their 
contents constitute intellectual creations shall be 
protected as such”.38 This language would seem 
to cover GAI-created material, but under the Berne 
Convention authorship is only attributable to a 
human. An update to TRIPS could help to clarify if 
GAI-generated materials are copyrightable, how GAI 
could use already copyrighted materials, in which 
cases GAI-generated material deserves copyright 
protection, and how that protection might differ 
from traditional protections.39

Patents are another area where updates to 
international trade law will need to take GAI into 
account. GAI can help in developing new drugs, 
ways of manufacturing and software. All of these 
are subject to patent protection; however, patent 
law assumes that inventors are human.40 GAI is 
likely to accelerate the creation of new patentable 
ideas without specific human intervention, raising 
questions about the legal framework for patentable 
ideas developed by GAI. Would the copyright 
belong to the creator of the AI model or the 
company using the model to create new content?

 GAI is likely to 
accelerate the 
creation of new 
patentable ideas 
without specific 
human intervention, 
raising questions 
about the legal 
framework for 
patentable ideas 
developed by GAI. 
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Trade in goods

The application of GATS to GAI involves specific 
hardware reliant on complex supply chains that 
need to move across borders.

Semiconductors are particularly important in the 
processing needed for GAI. A semiconductor 
includes base elements like silicon that enable 
the conduction of electricity, which can facilitate 
computing operations.41 Semiconductors are 
the underlying architecture powering the GAI 
revolution. Over the past 10 years, global sales 
of semiconductor chips doubled from $300 
billion to over $600 billion,42 with no single 
country responsible for more than 25% of global 
chip manufacturing.43 Moreover, even if a US 
manufacturer produces a semiconductor, there are 
several phases of the semiconductor ecosystem 
that can be conducted in other countries.44 

The US has taken an active approach to the 
development and expansion of the domestic 
semiconductors industry, passing new incentives 
under the CHIPS Act. Alongside incentives 
to increase domestic production, the Biden 
Administration plans to raise tariff rates on Chinese 
legacy semiconductors from 25% to 50% in 2025, 
reflecting concerns that China’s industrial policies 
have been trade-distorting and risk damaging the 
US industry. At the same time, the US Department 
of Commerce is restricting the export of certain 
innovative chips to China and other hostile foreign 
powers including semiconductors designed for GAI 
applications.45 China filed a lawsuit with the WTO 
in late 2022 to challenge these restrictions. The EU 
has also passed legislation and incentives to boost 
its semiconductor industry. 

In addition to semiconductors, various hardware 
components like computer servers – powered 
by central processing units (CPUs) – graphics 
processing units (GPUs), and edge AI hardware and 
sensors are used to train AI, process queries and 
deliver outputs for numerous AI applications.

Development

As large countries use industrial policies to accelerate 
domestic efforts around the production of hardware 
that powers GAI, the rest of the world cannot provide 
similar incentives for their domestic industries nor 
potentially access the needed technology. While the 
previously discussed international forums focus on 
how to ensure that the benefits of this technology 
reach all countries, there is concern that if left 
unchecked, certain actors may flout international 
cooperation for their own national agenda. 

At the recent Global Review of Aid for Trade events 
at the WTO in June 2024, countries discussed how 
to ensure that the benefits of AI and GAI contribute 
to development and poverty reduction and create a 

“race to the top”. The risk of expanding the digital 
divide further highlights the urgency of this work, as 
developing countries may not have the people or 
resources needed to provide meaningful input to the 
development of rules governing GAI. Additionally, 
much of GAI development is concentrated in a 
few countries, with data for training predominantly 
sourced from these regions, resulting in biases 
and distortions.46 Future WTO discussions should 
include more focus on the cross-border spread of 
this technology, incorporating capacity building and 
development assistance. 

Non-tariff barriers in goods and services

The WTO Technical Barriers to Trade (TBT) 
committee looks at trade barriers in goods that 
result from domestic regulation or other “behind 
the border” requirements. The new Joint Statement 
Initiative (JSI) on domestic regulation looks at 
similar issues for services but only for a subset of 
WTO members. As members continue to develop 
legislation and regulations on GAI, differences and 
variations may restrict the operation or breadth of 
services that can be performed by GAI, distorting 
cross-border trade. The TBT committee has already 
held meetings focused on GAI, and the WTO’s 2018 
World Trade Report included an extensive preview of 
the opportunities and issues that will result from GAI. 

The TBT committee encourages transparency, 
as member countries can share information on 
their domestic efforts and help build a common 
foundation of global developments. The WTO could 
encourage members to present their GAI legislation 
or regulations so that others can understand the 
models being developed and assess them for 
potential trade issues. The WTO can also call on 
external standard-setting bodies to review specific 
issues or create common global guidelines, creating 
a more coherent international regulatory environment 
that promotes a safe, secure and responsible GAI. 

The sanitary and phytosanitary (SPS) agreement 
provides an example of how transparency and 
verification of GAI systems across borders could 
be facilitated through work in a setting like the 
TBT committee.47 With regard to food safety, the 
SPS agreement seeks to ensure that food can be 
safely traded across borders by providing guidance 
as well as requesting expert standard-setting 
bodies create global rules. This prevents multiple, 
conflicting standards and instead encourages 
international trade. A similar process could play 
out with regard to GAI, where WTO committees 
work with external, international standard-setting 
bodies to ensure the safety of GAI systems being 
deployed across borders, while also encouraging 
trade in the technology.

Finally, the work in the TBT and SPS committees 
could help boost conversations about transparency 
around GAI and its outputs. Human beings need 

 Future WTO 
discussions should 
include more focus 
on the cross-
border spread of 
this technology, 
incorporating 
capacity building 
and development 
assistance.
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clarity about when an image is real versus GAI-
generated. Additionally, GAI must be able to identify 
when it is learning from synthetic data to prevent 
model collapse.48 The technological resolutions to 
this risk are available; Google has been pioneering a 
watermarking service for GAI-generated content.49 
Twilio has stated that it will place “nutrition 
labels” on GAI services it offers businesses to 
clarify information about privacy, features and 
data.50 Despite this, the need for policy and 
internationalization for these standards is crucial.

Subsidies

The WTO subsidy rules cover government benefits 
to assist producers, with the type of subsidy, its 
specificity, and if it causes injury determining if it 
is illegal or permissible. The current WTO subsidy 
rules do not cover services, such as GAI, but do 
cover the goods used in the production of AI (i.e. 
semiconductors). As such, the current subsidy rules 
may cover the hardware needed to produce GAI 
but using those rules to restrain specific subsidies 
given to GAI companies for the software, source 
code or algorithms used to produce GAI would be 
challenging. New rules on acceptable and non-
acceptable subsidies for GAI development may be 
needed to ensure a level playing field. 

Preferential trade agreements on digital trade 
and cross-border data flows

Cross-border data rules, data localization and 
protections for source code and algorithms are 
all important elements of digital trade agreements 
that could provide clarity and lower regulatory risks 
for GAI developers. Establishing rules around GAI, 
which could build upon digital agreements, would 
benefit users, developers and regulators. A 2023 
academic study of digital trade rules found that 
establishing digital trade rules was significant in 
promoting the export of those services and reducing 
trade costs.51 The most interesting finding in the 
study was that digital trade rules had the greatest 
benefits for low- and middle-income countries.52 

Specific cross-border data rules are important 
for GAI,53 as they both govern the inputs 
needed to create GAI as well as the potential 
outputs from GAI models and algorithms. While 
six bilateral and regional trade agreements 
include GAI provisions, they do not currently 
exist in WTO law. Negotiations on the WTO 
JSI on e-commerce include cross-border data 
flows and data localization, which are needed 
to feed GAI. However, those provisions are 

currently unresolved, leaving a patchwork of 
preferential global rules governing cross-border 
data flows. The Digital Economy Partnership 
Agreements (DEPA), US-Mexico-Canada 
(USMCA) and Comprehensive Progressive Trade 
Pacific Partnership (CPTPP) provide the most 
comprehensive and up-to-date examples of rules 
on data. There are also potentially important 
cross-border data rules from a law enforcement 
perspective that would apply to GAI, but those go 
beyond the remit of this paper. 

Labour and environmental provisions

GAI will have a transformative impact on the future 
of work and education. While WTO agreements 
do not normally include specific labour provisions, 
the WTO should think through the employment 
ramifications of international trade in GAI, as GAI 
may amplify other impacts of trade agreements. 

Labour unions are concerned that GAI will lead 
to dramatic impacts on employment in certain 
industries. Several recent strikes, such as the US 
Screenwriters Guild strike, included demands to 
limit the use of GAI. The US hospitality workers 
union UNITE HERE Local 11 filed a regulatory 
complaint against a GAI service offered by the 
app Instawork (which was being used by a hotel), 
claiming that it unfairly penalized a hotel worker 
who was exercising his right to strike.54 The labour 
implications of GAI are also a critical component 
that the WTO should consider. GAI’s use in 
traditional industries, as well as new industries 
such as the gig economy, may have novel, cross-
border implications that officials should consider 
and discuss. McKinsey estimates that nearly 
30% of the hours currently worked across the US 
economy could be automated by 2030.55 A Gallup 
poll of over 100 human resources leaders found 
that 72% believed GAI would replace jobs at their 
organization in the coming three years.56

Finally, as GAI requires substantial amounts of 
computing power, it also requires substantial 
amounts of energy. The International Energy 
Agency is projecting global electricity demand from 
AI, data centres and crypto to rise to 800 terawatt 
hours (TWh) in 2026, a 75% increase from 460 TWh 
in 2022.57 The current trade rules do not address 
the environmental or climate impacts of this, but 
the issue is being discussed in other forums. Again, 
this may be an issue that the WTO could consider 
addressing due to the impact of trade agreements 
that facilitate GAI, which may also cause an 
increase in energy consumption. 
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Urgent work is needed  
on trade policy and GAI

3

The WTO should explore using existing 
committees to address GAI issues, 
host educational sessions, and develop 
transparency and IP standards.

As shown above, GAI intersects with many aspects 
of the current WTO rules, and work should begin 
within the WTO on how the membership will 
address GAI. Aspects of GAI are novel and would 
benefit from the launch of discussions at the WTO. 
The current impasses at the WTO on plurilateral 
or multilateral negotiations make it unlikely that 
members would launch new negotiations on AI in the 
near term, and the speed at which the WTO could 
address these issues would be slower than the pace 
of innovation. However, the WTO could create a new 
committee as they have on climate, micro, small- 
and medium-sized enterprises (MSMEs) and gender, 
and/or use its existing committees, such as the TBT 
committee, the Council for Trade in Services and the 
Council for TRIPS, to focus on some of the issues 
associated with GAI. 

Below are specific areas of work that the 
committees could support: 

 – Host educational sessions for WTO members 
on GAI, the various aspects of the technology, 

and what makes it unique, and how other 
organizations (including those mentioned 
previously) are reviewing and considering 
rules on GAI. 

 – Ask the WTO Secretariat to conduct a 
comprehensive assessment of how the 
current trading system applies to GAI 
technology to flesh out any specific issues, 
identify gaps in current rules to address in the 
future and catalogue emerging trade barriers. 

 – Encourage members to present and notify 
their GAI legislation or regulations so that 
other members can understand the rules that 
they are developing, how they consider the 
cross-border aspects of their development and 
use and assess them for any potential trade 
issues. This would allow the WTO to provide 
constructive input on how companies and 
governments can include international trade and 
investment risks in their ongoing assessments 
to prevent trade barriers and future disputes. 
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 – Review IP rules for implications and develop 
suggestions for improvements needed to  
protect copyrighted materials while allowing 
use to prevent bias and build responsible  
GAI capabilities. 

 – Develop rules or best practices around 
transparency and disclosure around GAI use 
and cybersecurity validation standards in 
the WTO TBT committee or Services Council 
to improve trust in cross-border GAI.58 The 
reduction of trust in human engagement due 
to misinformation is the most immediate and 
significant risk associated with GAI. Ensuring 
robust transparency and security standards is 
essential to addressing this issue. A Europol 
study estimates that by 2026, 90% of 
online content could be generated by GAI.59 
Moreover, GAI image generation is becoming 
overwhelmingly convincing; in a German 
study, only 8% of respondents could correctly 
identify a photo of a real human face when 
lined up against three GAI-generated images.60 
Currently, the private sector is grappling with 
whether, and how, to provide consumers with 
transparency around GAI-created content.61

 – Develop guidance on how to facilitate 
transparency and verification of GAI 
systems across borders. Transparency is key, 
not only because it helps human beings identify 
GAI generated content, but it also helps GAI to 
understand if the content transmitted over the 
internet is GAI-generated (synthetic data) as it 
can cause GAI models to collapse.62

 – Collaborate with members on practices to 
tackle bias and, if appropriate, develop 
standards that address these challenges 
through the work in the TBT committee. 

 – Discuss the development of AI technical 
standards for AI generally as well as in technical 
applications such as autonomous vehicles in 
the relevant WTO committee. Members and 
technical staff can review such standards to 
ensure that they do not favour specific types  
of AI and become barriers to trade.

The WTO has faced challenges in establishing 
comprehensive rules to effectively protect and 
facilitate the internet economy. Many analysts 
contend that GAI is at a similar developmental 
stage as the internet in 1994, coinciding with 
the signing of the Agreement Establishing the 
WTO (Marrakesh Agreement).63 The WTO and 
its committees serve as a valuable platform for 
educating policy-makers, especially those from 
non-OECD or G7 countries, and for developing 
useful suggestions, standards, rules and regulatory 
guidance on GAI.64 The WTO should seek to pool 
expertise with policy-makers at the OECD, the 
G7 and the UN, and ensure that the development 
of GAI can be disseminated globally and provide 
sustainable development and benefits to all 
countries. Given the rapid development of GAI, it is 
unlikely that an international trade agreement would 
be feasible or beneficial at this time. However, 
negotiators of specific agreements, such as the JSI 
for e-commerce, may need to consider including 
provisions related to GAI in their discussions.

 Currently, the 
private sector is 
grappling with 
whether, and 
how, to provide 
consumers with 
transparency 
around GAI- 
created content. 
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Conclusion
Governments are regulating safety, governance 
and commercialization of GAI, but need to 
coordinate to ensure that the patchwork of rules is 
aligned and will not create inefficiencies, loopholes 
or trade restrictions that impede the efficient 
dissemination of GAI or fail to properly control its 
risks. Global work on common GAI principles or a 
potential agreement is taking place in international 
forums such as the UN, OECD and G7, and the 
WTO should begin work to catalogue how trade 
laws intersect. The cross-border nature of GAI 
means international trade rules inherently apply. 
Governments and the WTO should use existing 
trade rules and institutions/committees to create 
a forum for discussing GAI-related issues in 
international trade.

The WTO should consider creating a new committee 
that spans its existing committees to comprehensively 
examine the impact of international trade rules on 

GAI, and vice versa, in a cross-cutting manner. 
Hosting educational sessions on GAI and its 
characteristics, benefits and risks would be an 
important first step. Additional or specialized work 
could be completed in existing WTO committees, 
such as the TBT committee and the GATS and 
TRIPS councils. GAI is already crossing borders, 
and ensuring its alignment with global goals and 
values set by the OECD, UN and G7 is a critical 
contribution the WTO could facilitate. 

Establishing common ground rules at the WTO is 
crucial to ensure that GAI is developed in a fair, safe 
manner that benefits individuals and communities 
globally. The WTO offers a unique platform for its 
members to enhance transparency regarding their 
national initiatives, seek technical assistance and 
negotiate critical issues. This role is particularly 
urgent in addressing the rapidly evolving challenges 
associated with GAI.
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